
why (& ) ,
because in

a complete graph with

↓ Vertices
,

there are e
(k) edges in total

so D(Ar) = 2 .()()

(m) =

m(m - ...... (n - k + 1)
X

nk

k ! k !

k(k - 1) 2 - ki + k

2 (k)
= 2. -

= 2



notation arc(i , j)
means edge i j

-

+

there is no limit for Ci

n position . X = n (Ai+ By s
andIt is a random order

pairwise disjoint

for remark 1 :
recall that e* 1 + x XX + 0

,
so for remark n

. (*). (1-2bynklenk
· (e*

"

= ex , 11 +x)"()x* when o -k(1+ fnn) - u-b
= are > 0 as n >

let x = & - ek , (b)()
*

> (*) < (e) (en)k = ek . (n(en)
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da(x) = A

dp(x) = Ga

+33: It



1 - ·
z

Bernoulli experiment
with D = I

J

number of n-permutation and we only need to control n-1 edges



for theorem 25 ,
obtained by Scele in 1943 ,

is considered the first use of the probabilistic method

thm. every
tournament contains a 7Lamiltonian path

proof (sketch) by induction on #n of vertices

WLOG · u = Un

~ vizjz :
Let i be the largest index st.arcs between z and by are all directed to u

T
- 1 v ~

-Un-1

after permutation

for thi 26 .

Let H = ) X
, Y : F) be

a bipartite subgraph of G = (V
,
E) st.

(a)
.

X + Y = V

(b) the # of edges contained in H is maximized

then dy(r) does ,
View

proof by contradiction
,

otherwise ENEV std a does

-

-

LetIt' be the bipartite graph obtained from H by moving o from X to Y

!

> # of edges in I' - # of edges in H

= d
,

(r) - dp(r)

= (do(r) - dH(r)) - dH(r)

= do(r) -

2 . dy(s)s



n
+InSt=

I .

m



for thm 27 .
Let f(p) = p + eP1S+ 1)

then WTS optimizer as p = In

f(p) = 1 - (8 + 1) . e
P(8 + 1)

f"(p) = 18 + 1)? eP(S+ 1)
> 0 means f'(p) monotone increasing

f(p) is a convex function over R and hence minimized when f'(p) = 0 < ((p) = 1 - (6 + 1) . e
P18 + 1)

= 0

- P(8+ 1)
= stiC

- p(S + 1) = (n(8 + 1) > p = (n)

we want the
asymptotics of min up + n)l-p)S" ,

where p ranges over [0 . 1I

the actual minimum po
ISIT is difficult to deal with and in

many
similar cases precise minima are impossible to find in closed

form .
Rather

, we give away a little bit
, bounding I peP, yielding a clean bound

· #

for thi 28

Let G be a graph onn vertices and let d be the
average degree zi

. e
. di ,

then as6

proof : note that f(x) = Xi is a convex function when so
, so

f(d) = f)din) = nfdis

di, di

Edited for the 29



random take veU < S

I :

mutually independent same distributed



X = S

Y

Y
noin



1 cycle with length i

formula 31 for any 2 points ,
can't form an edge in total (2) edges

substitute x= Ian

since x = 3 . %In
,

then ethun + 1)x
_
t + 1)(3.)

ne



question : is it possible to give an explicit construction

of the dependency graph ?

in
many applications, i and j are adjacent iff Ai

and Aj are dependent. But it is not always true,

in general ,
Ai is mutually independent of

[Aj , ijdEY

that is. Ai is independent of all combinations of U .

these Aj and Aj



WTS

is S*- trs/sto inE in 4&

man
conditional prob'y

↑

Xn. , (1-Xj) by assumptiono



we already know

lim(1-

so tim

for all finite d ,
we have (1-dt ,
) +



assume outdegree maximal
7

indegree is a

number of such us > 8 + 10-1) 8 = of








